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Resumen

En este articulo desarrollamos la implementacién de la estimacién de la distribucién hiperbdlica gene-
ralizada multivariada (GH) con el pardmetro de la funcién no fija de Bessel. La matriz de covarianzas
estimada mediante GH complementa el procedimiento de Markowitz para construir un portafolio eficiente
y reduce el coeficiente de variacién del rendimiento esperado. La muestra de datos comprende las acciones
que conforman el indice OMX Stockholm 30 para el periodo entre enero de 2010 y abril de 2014.
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Abstract

In this paper we developed the estimation implementation of the generalized hyperbolic multivariate (GH)
distribution with a non-fixed Bessel function. The covariance matrix estimated through the GH distribution
complements the use of the Markowitz procedure to construct an efficient portfolio and reduce the variation
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coefficient of the expected return. The data are from the Stockholm index 30 from January 2010 to April
2014.
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nistracion. This is an open access item distributed under the Creative Commons CC License BY-NC-ND 4.0.
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Introduccion

La matriz de covarianzas de un conjunto de rendimientos es un pardmetro relevante en la
construccién de portafolios de inversion. No obstante, resulta dificil determinar una matriz de
covarianzas empirica confiable Laloux, Cizeau y Bouchaud (1999), ya que las series de tiempo
disponibles pueden contener ruido y este elemento estocastico ocasiona indirectamente que se
sobrestimen o subestimen las covarianzas y varianzas poblacionales.

Especificamente, Burda y Jurkiewicz (2004) sefialan que la matriz de covarianzas muestral
puede no reflejar la correcta asociacion poblacional entre los diferentes rendimientos porque las
condiciones del mercado cambian con el tiempo y la covarianza existente entre un par de activos
no necesariamente es permanente. El tamafio de la muestra, la longitud de las series de tiempo y
el conjunto de activos que se hayan considerado pueden arrojar observaciones con ruido. En este
caso, la varianza muestral estimada traeria consigo un componente asociado a la variable aleatoria
del ruido, pero que no se puede distinguir directamente (Laloux et al., 1999). Andlogamente, las
covarianzas muestrales podrian presentar el mismo problema y sesgar los célculos relacionados
con la matriz de covarianzas muestral (Mata, 2013).

Idealmente se desearfa utilizar la matriz de covarianzas poblacional de los rendimientos en un
portafolio especifico, pues se eliminarian las posibles complicaciones que presenta el estimador
muestral de la matriz de covarianzas. En este sentido, la funcién de densidad de probabilidad
multivariada que mejor se ajuste a la muestra de informacién disponible es un punto clave (Alayon,
2014), ya que seria posible emplear un estimador mas consistente de la matriz de covarianzas
poblacional en el procedimiento de Markowitz (Mata, 2013).

En este trabajo se emplea la distribucién hiperbélica generalizada (GH), pues es una familia
de funciones altamente flexibles para ajustarse segin los hechos estilizados de los rendimientos
financieros (Breymann y Liithi, 2013). La distribucién multivariada GH permite capturar el sesgo
y las colas pesadas que se observan usualmente (Prause, 1999), y que la distribucién normal
multivariada pasa por alto (Hu, 2005).

Esta familia de distribuciones multivariadas GH fue introducida para describir situaciones
complejas de la naturaleza, como por ejemplo el estudio de los granos de arena (Barndorff-Nielsen,
1977). No obstante, pasaron muchos afios antes de las implementaciones numéricas consistentes
en el ambito financiero. Eberlein y Keller (1995) ajustaron la distribucion hiperbélica univariada
paradiversos rendimientos de acciones en el mercado alemén, obteniendo ajustes razonables sobre
las muestras de datos, donde se modelaba satisfactoriamente el sesgo y la alta curtosis. Afilos mas
tarde, Protassov (2004) emple6 el algoritmo expectation-maximization (EM) para estimar una
GH multivariada de dimension 5 sobre un conjunto de tipos de cambios de la OCDE, y es el
primer autor en reportar una estimacion superior a la presentada por Blesild y Sgrensen (1992).
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Sin embargo, Protassov (2004) no presenta una prueba de hipétesis para verificar la bondad de
ajuste de la distribucion GH a la muestra de datos.

Si bien es cierto que uno de los obstdculos para la implementacién de la familia GH es la
dificultad numérica para calibrar los pardmetros de la distribucién (Hu, 2005), existen diferentes
propuestas numéricas para ajustar la familia GH (Breymann y Liithi, 2013), donde usualmente se
asume que el pardmetro de la funcién de Bessel de tercer orden es fijo. Recientemente, Alayon
(2014) emplea algunos casos particulares de la familia GH para calibrar portafolios, al igual que
Mina (2010) presenta algunos ejercicios para el caso mexicano mediante casos especificos de la
familia GH. Similarmente, Mata (2013) comenta aspectos tedricos y numéricos para estimar la
familia GH e implementar algunas aplicaciones financieras. Adicionalmente, Erickson, Ghysels
y Wang (2009) muestran que uno de los miembros de la familia GH puede utilizarse para valuar
opciones y otros derivados.

En este documento se realiza la estimacién de los pardmetros bajo el algoritmo de Protassov
(2004), en conjunto con algunos aspectos numéricos sefialados en la especificacién propuesta por
McNeil, Frey y Embrechts (2005), salvo que el parametro de la funcién de Bessel de tercer orden
no se asume fijo (Mata, 2013). Adicionalmente, se implementa una prueba de hipétesis reciente
(McAssey, 2013) para evaluar la bondad de ajuste de la distribucion GH.

De esta forma es posible valorar la relevancia del estimador de la matriz de covarianzas y
utilizarlo como un insumo dentro del procedimiento de construccion de portafolios de Markowitz
(1959). Los resultados obtenidos se comparan con el portafolio tradicional que emplea la matriz
de covarianzas muestral. Este comparativo muestra que el coeficiente de variacién se reduce al
emplear el estimador de la matriz de covarianzas GH, lo cual sugiere que la distribucién multiva-
riada GH puede servir como una herramienta complementaria en la elaboracién de portafolios bajo
el método de Markowitz, siempre y cuando exista evidencia de que la distribucién de probabilidad
multivariada de los rendimientos se ajuste razonablemente a la familia GH.

El contenido de este trabajo se divide en 6 secciones. La primera es la introduccion, la segunda
discute aspectos tedricos de la familia GH y del algoritmo EM. En la tercera seccién se hace una
revision de la prueba de bondad de ajuste (McAssey, 2013) utilizada en el articulo y en la cuarta se
presenta el proceso de formacién de portafolios eficientes de Markowitz. Finalmente en el quinto
apartado se presentan los resultados y en la sexta las conclusiones de este estudio.

Familia hiperbélica generalizada

La familia de distribuciones de probabilidad GH puede obtenerse como la mezcla de una
distribucién normal multivariada y una distribucién gaussiana inversa generalizada (GIG). Esta
especificacién queda en términos de los pardmetros A, x y ¥ de la distribucion GIG y los pardmetros
de la normal multivariada . y X, asi como de un vector y (McNeil et al., 2005).

La funcién de densidad de probabilidad GIG est4 dada por:

1 1
f(X;)\, X llJ) = mx)\_l exp |:—2 (Xx_l + llJX):|

donde k) (x, ¥) es una especificacion alternativa para la funcidon de Bessel de tercer orden (Paolella,
2007) y se define como:

o A—1 1 —1
kx(x,lb):/o X" exp [—z(xx +¢X)] dx,
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El m-ésimo momento queda caracterizado por los pardmetros A, x, ¥ y determinan la media y
varianza correspondientes, ver Abramowitz y Stegun (1972) y Paolella (2007).

my_ [ X "2k m (Vxv)
X = (w) k. (VxW)

Los parametros A, X, ¥ definen conjuntamente a los momentos de la variable aleatoria GIG, la
cual es un elemento importante para establecer la especificacion de la funcién de densidad GH. El
papel que desempefian estos pardmetros dentro de la familia se puede esbozar, segin Hu (2005),
como sigue:

a) El parametro A € R determina el integrando de la funcién de Bessel de tercer orden y por
ende define a los miembros de la familia GH. Una funcién de densidad clasica en la literatura
(Paolella, 2007) es la funcién de densidad normal inversa gaussiana y corresponde a A = —1/2.
Manteniendo fijos X, { > 0, se observa que mientras mas pequefio sea I\l la funcién de densidad
presenta colas mds pesadas y conforme aumenta en su magnitud en valor absoluto las colas
se vuelven més delgadas; asimismo la funcién de densidad tiende a ser simétrica.

b) Los pardmetros x, { > 0 influyen sobre la magnitud de los momentos; dejando fijo A € R se
aprecia que conforme los pardmetros tienden a cero se converge a la funcién varianza gamma
(Prause, 1999), y conforme aumentan en magnitud se presentan colas mas pesadas.

Ahora bien, un vector aleatorio X dimensioén n x 1 de la familia GH se puede expresar como
una mezcla normal media-varianza

X=p+Wy+vWAZ

donde W ~ GIG(A, X, ¥), A, v, . son vectores n X y Z sigue una distribucion normal estandar
(McNeil et al., 2005). Bajo esta especificacién se cumple que:

X|W~Np(p + wy, wi)

siendo ¥ = AA’ lamatriz de covarianzas de la normal multivariada y . el vector de medias. En este
caso, y puede interpretarse como el sesgo que presenta X, con relacién a la normal multivariada,
cuando se presenta la perturbacién realizada w. Si y =0, la distribucién GH es simétrica.

El valor esperado y la varianza del vector aleatorio X que sigue una distribucién multivariada
GH son:

E[X] = n + E[W]y
V [X] = E[W]Z + V[W]yy
Alternativamente, Protassov (2004) define la distribucién de probabilidad GH mediante los
pardmetros «, 3 > 0 tal que x =87 y a® =i — B’ AB con y = AB. La matriz A = X/IZ| posee deter-

minante igual a uno, y bajo ese caso, la funcién de densidad de probabilidad para un vector
aleatorio X de tamafio n x es:

A—2
P4x—p A~ x—p) 2 _
(\/7*‘2;23,&;" *”) Ky_2 (\/62+(x—u)A Hx — Y (v2+B’AB))

emi(y)” Ky ®y)exp (= (x— wp')

TNy, B p. 8, A) =




J.A. Niifiez Mora, L. Mata Mata / Contaduria y Administracion 61 (2016) 535-550 539

donde
1 [ 1
K\ x) = 5/0 w}‘_lexp({—zx (W+W_1):| dw

es la funcién de Bessel de tercer orden modificada para x > 0. Esta distribucién de probabilidad
multivariada resulta mas sencilla de calibrar que la especificacién original (Protassov, 2004), y
es altamente versatil para capturar los hechos estilizados usuales de los rendimientos financieros
(Hu, 2005), que usualmente la distribucién normal multivariada pasa por alto.

En el caso particular de la distribucién de probabilidad normal inversa gaussiana se puede tener
una caracterizacién mas amplia de los momentos de la variable aleatoria y del significado de los
parametros. Erickson et al. (2009) muestran que los parametros o, 3, |, & se relacionan con la
media M, la varianza V, el sesgo S y el exceso de curtosis K de la poblacién como:

a=3@p~ + (1 —p~H K

B = signo(S) {3@p~" + (p — 72K}
p =M —signo($){3p~1dp~! + DK~'V)}
d={3Gp + 1) (1—p ) KWV

1/2

donde p = 3KS~2 — 4 y signo se define como:

Isix >0
signo (x) = ¢ O0six =0
—1six >0

En ese caso es posible establecer una relacion directa entre los pardmetros de la distribucién y
los momentos de la variable aleatoria.

Por otra parte, dado que existen problemas de calibracién bajo el método de maxima verosi-
militud directo (Hu, 2005), entonces se utiliza el algoritmo EM (Protassov, 2004) para estimar los
pardmetros de la funcién de densidad GH, pues se ha demostrado como una alternativa plausible
para evitar problemas numéricos (McNeil et al., 2005). En términos sucintos, este algoritmo con-
sidera una muestra aleatoria de tamafio m de variables aleatorias Uy, Us, ..., U, cuyos vectores
Xi=[Ui1, Uiz, ..., Upnl,1=1, 2, .., m, provienen de una distribucién multivariada GH con para-
metros ® =(\, v, 8, B, i, A). La expresién Uj; representa la i-ésima realizacién de la variable
aleatoria j, paraj=1, 2, .., n.

La funcién de log-verosimilitud GH es:

I (@31, oy Xm) = D In(f(x;;0))

El algoritmo EM no maximiza directamente la funcién de log-verosimilitud sino que introduce
variables latentes wy, wa, ..., Wy, cuya distribucién de probabilidad GIG implica una funcién
log-verosimilitud aumentada

In (L (O3 X1, . . Xy W1, W2, - oy W) = Z: In (fxjw (xilwis s A, B))

m
+> . In(Ew(wisk, v, 9),
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pues se cumple que XIW ~ Ny (. + wAR, wX), cada vector x; denota un vector de observaciones
de las variables aleatorias Uj, j=1, 2, .., n.

Dada una aproximacion inicial ®g, el algoritmo EM estima los pardmetros de la distribucién
GH mediante un método recursivo que consiste bdsicamente en 2 pasos:

a) Se calcula el valor esperado de la funcién de verosimilitud aumentada mediante alguna
aproximacion inicial ®¢ y la muestra de datos observada x1, X2, .. ., Xp.

b) Luego se maximiza el valor esperado de la funcién obtenida en el inciso a) para obtener la
siguiente aproximacién del conjunto de pardmetros ©.

En la k-ésima iteracién se obtendria el valor esperado
g <®;®[k1> =E {ln (L' (O:X1, oy Xpuy W1, W2, oy W) XL oy Xm;®[k]} .

cuya maximizacién implicarfa encontrar el vector @K+11,

En este documento, la eleccion de la aproximacion inicial para ®g toma Ao =1 (matriz identi-
dad), po = Bo =0y el resto de puntos iniciales (Ao, Yo, 8g) se colocan en las medianas muestrales de
las estimaciones univariadas llevadas a cabo sobre las variables aleatorias Uy, U, ..., U, (Mata,
2013). Esta eleccidén de los puntos iniciales se apoya en la propiedad de invarianza que presenta
la familia GH ante combinaciones lineales, ver McNeil et al. (2005). La especificacién univariada
para cada uno de los elementos del vector aleatorio corresponde a la funcién GH empleada por
Paolella (2007), pues evita problemas de convergencia ante los casos limite de los pardmetros de
la funcién de densidad GIG cuando x o ¥ tienden a cero.

Asimismo, para facilitar el proceso de calibracion de los pardmetros en la distribucién GH, se
realiza el cambio de variable sefialado por Protassov (2004),

f=p
¥y="0
¥ =3A
B=3BA

De esta manera se tiene que w;|Xj, ek-1] NGIG()\ﬁ_l , 81* , 'y]f_ 1) paracadauno de los elementos
de los vectores aleatoriosi=1, 2, ..., m donde )\1’2_1 = Ak—1 — /2, m es el tamafio de la muestra
aleatoria y n el nimero de variables aleatorias. El resto de los pardmetros de la GIG (Protassov,
2004) quedan expresados como:

3 = \/1 + (xi = Pye_1) [21:—11} (xi — i)’

Yi_1 = \/(\71(—1)2 + (Bx-1) [21:—11} (B’
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lo cual implica que los momentos condicionales que se calculan de acuerdo a GIG(\[, 87, v{)
satisfacen que:

oF Kx;+1(5§k'Y]f)

¥ K Gyp)
vi K180

B Ky (37 v%)

E [wilx;, O] =

E o s 0]

Entonces se calcula

(e (G ) (= ) B w071 = (B (ki )
: < > Zi:] —(xi — lik)/ (By) + (Bk)/ (By) E [wilxi, @]

m
y se maximiza la funcién

)
- . Yk— _
mAg—_1 In (\/kfl) —mln (K)\k—l (’kal)) — (1‘21> E ZIE {wi|xi, ek 1]}

que permite actualizar los pardmetros Ax_;1 y Yx_1. De esa manera, después de un cierto nimero
de iteraciones, se obtienen finalmente el resto de los parametros estimados:

p=p
8:|2‘]/2n
Y=79/d
B=px"

R
S

Utilizando los pardmetros estimados de la distribucion de probabilidad multivariada ajustada
GH se encuentra un estimador para la matriz de covarianzas de los rendimientos, pues se cumple
que V [X] = E[W]X + V[W]yy'.

En la siguiente seccién se presenta el algoritmo discutido en McAssey (2013) para verificar
la bondad de ajuste de la distribucién ajustada GH, luego se emplea el estimador de la matriz
de covarianzas como insumo en el procedimiento de Markowitz y se discuten los resultados
obtenidos.

Prueba de bondad de ajuste para la distribucion hiperboélica generalizada

En general, existe poca literatura que abarque la bondad de ajuste de distribuciones de pro-
babilidad multivariadas no normales. Loudin y Hannu (2003) extienden la prueba cldsica de
Kolmogorov al caso bidimensional al igual que Justel, Pefia y Zamar (1997), pero la implemen-
tacioén al caso n dimensional no es una aplicacién directa. Andlogamente, existen propuestas
no paramétricas mediante estimadores kernel (Gabor y Rizzo, 2004), pero hay problemas de
calibracidn para el caso de dimensiones superiores a 3.

En este trabajo se emplea la prueba de McAssey (2013) para distribuciones de probabili-
dad multivariadas continuas, donde la hip6tesis nula afirma que la muestra de datos sigue la
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distribucién de probabilidad propuesta. Mediante esta prueba se valora la bondad de ajuste de la
distribucién de probabilidad multivariada GH a la muestra aleatoria y se refuerza la utilizacién
de la correspondiente matriz de covarianzas en el procedimiento de Markowitz.

En el contexto de este documento, el algoritmo descrito en McAssey (2013) procede como
sigue:

Se estiman los parametros de la distribucién de probabilidad multivariada GH para el conjunto
de rendimientos de la muestra aleatoria.

a) Luego se simula una muestra aleatoria up, uy, ..., uy de tamafio 10000 bajo la distribucién
GH estimada. Los procedimientos de simulacidn corresponden a los algoritmos descritos en
Dagpunar (1989) y Kinderman (1977), bajo la especificacién de que XIW ~ N, ( +wy, wX)
con W~GIG (A, x, ¥) .

b) Mediante la muestra aleatoria simulada se calculan las distancias de Mahalanobis

& = /6 — S @ - .

siendo que [, 5 son la media y varianza muestrales del conjunto uy, up, ..., uN, respecti-
vamente. Después se elige una particion {t;} sobre el intervalo (0, 2ma x {di }) y se calcula

N

N 1 A

GN () = N E I(di <t)
i=1

que estima la probabilidad acumulada hasta el punto 7, de las distancias de Mahalanobis d;,
i=1,2,.,N.

¢) Se elige una particién {po, Pl pT} en el intervalo [0, 1] con pg=0, pr=1, y se calcula
mediante las estimaciones del inciso b) los valores q = 0, q; = min {ts € R|Gx (t) > pj}
paraj=1,2,...,T—1yqr=c0.

d) Finalmente se encuentraEj = N (pj — pj- 1) y se cuentan las observaciones d; que caen dentro

del intervalo (gj—1, qj], denotadas por Oj para j=1, 2, ..., T—1y (qr—1, oo]. Entonces el
estadistico de prueba, McAssey (2013), es

T

Ar = Zj:l

E;

0O;

Para encontrar evidencia a favor o en contra de la hipétesis nula que afirma como correcta la
distribucion de probabilidad propuesta, se estima el valor de probabilidad usual mediante la repe-
ticién de todos los pasos anteriores. Es decir, se construye una muestra aleatoria AL, A%, .., AM
de tamafio M de tal manera que se pueda estimar el valor p asociado al estadistico At (McAssey,
2013).

En este trabajo se encuentra evidencia estadistica para no rechazar la hipétesis nula de McAssey
(2013). De esta manera se puede afirmar bajo un nivel de significacién razonable que la distribucién
GH se ajusta adecuadamente a la muestra de rendimientos.
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Portafolio de Markowitz

El trabajo presentado por Markowitz en los afios cincuenta del siglo XX puede verse como el
origen de la teorfa moderna de portafolios. Markowitz asume un inversionista adverso al riesgo
que dispone de un capital inicial y que desea invertir en un conjunto de activos financieros con
rendimientos futuros. En ese sentido, busca determinar la proporcién de su ingreso a invertir en
cada uno de estos activos para maximizar el rendimiento esperado del portafolio y minimizar el
riesgo del mismo. El portafolio serd eficiente siempre que el rendimiento esperado del mismo sea
mdaximo comparado con otros portafolios posibles dado un nivel de riesgo. En la optimizacién
de portafolios, la desviacion estdndar fue propuesta por Markowitz como una medida de riesgo
(Markowitz, 1959).

Si se supone que rj; denota el rendimiento en el periodo t del activo i, entonces

i = E[ric,
of = Viri]

representa la media y varianza del rendimiento del activo i, en tanto que
(rizj = Covl[r, 1jt]

es la covarianza muestral entre los rendimientos de los activos i, j. Si se denota a w; como la
proporcién de riqueza invertida en cada activo i, entonces bajo términos matriciales se tiene que

wi M1
1 (r% ... Oln
w2 1 (%)
a21 02n
W = ,u= , = s Yy = .
w 1 :
n—1 Mn—1 )
1 Onl (O
L Wn | L “’n .

En este caso, w es el vector de pesos del portafolio, u es un vector cuyos elementos son el
nimero 1, ¥ es la matriz de varianza-covarianza de los rendimientos y . es un vector de valores
esperados para los diferentes rendimientos (Markowitz, 1959).

El problema que se requiere resolver para encontrar el portafolio de minima varianza sujeto a
un rendimiento g es

ming,w Tw

sawu=1, w>0, wpn=yp
donde las restricciones reflejan que los pesos correspondientes suman la unidad, los pesos buscados
son mayores e iguales a cero y que el rendimiento esperado que se busca es igual a . Este
problema de optimizacién puede resolverse mediante programacion cuadrética (Alaitz, Miera y
Zubia (2002)).

Adicionalmente, la frontera eficiente (EF) seria el conjunto formado por las parejas
(vW'Zw, no) para cada nivel de rendimiento po que se haya considerado. Especificamente,

EF:{(VW/EW,MO):W’p:po, wu=1, WEO}
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es un subconjunto del plano cartesiano que se obtiene al resolver el problema de optimizacién
sefalado arriba para cada nivel diferente de po. En este documento se estima el conjunto EF
mediante la matriz de covarianzas X que se obtiene del ajuste de la distribucién GH y se com-
para con la frontera eficiente que se obtendria bajo los pesos obtenidos al utilizar la matriz de
covarianzas muestral.

Este marco de comparacién es valido porque se implementa una prueba de hipétesis (McAssey,
2013), para verificar que la distribucién GH se ajusta adecuadamente a la muestra de rendimientos,
y por ende, representa una mejor aproximacion a la matriz de covarianzas poblacional que la matriz
usual de covarianzas muestral.

Datos, estimaciones y resultados

El conjunto de datos que se emplea son los precios de cierre de las acciones que componen
el indice OMX Stockholm 30 (OMX-30), la frecuencia es diaria y se considera el periodo que
va de enero del afio 2010 al mes de abril de 2014. OMX-30 es el principal indice bursatil de
la Bolsa de Estocolmo, en Suecia, y estd conformado por los 30 valores con el mayor volumen
de negociacién en la regién (véase el anexo 1). Se han elegido estos valores para contar con
una muestra relativamente pequefa de variables y evitar dificultades en la calibracién de los
parametros de la distribucién GH (Mata, 2013). Se estudia el periodo completo de la muestra para
contemplar el mayor posible contenido de informacién posterior a la crisis financiera internacional
2008-2009.

Las estimaciones numéricas y resultados estadisticos toman como punto de partida las rutinas
del paquete R que presentan Breymann y Liithi (2013) y Wertz y Setz (2014).

Por otra parte, debe sefialarse que los rendimientos diarios se han calculado bajo un enfoque
continuo

rie = In (pi,t) — In(p; )

dondei=1, ..., ny tdenota la variable tiempo que abarca los dias durante los afios 2010-2014.
Bajo esta notacion se tiene que

pit = precio diario reportado de la accién i en el tiempo t,
r;; =rendimiento diario de la accién i en el tiempo t.

La tabla 1 muestra las estimaciones de la distribucién multivariada GH para la muestra alea-
toria OMX-30. Los célculos requeridos se realizan mediante las rutinas del programa estadistico
R (Breymann y Liithi, 2013). El algoritmo presentado en este trabajo se modifica para que el
pardmetro A\ de la funcién de Bessel no se encuentre fijo.

Los pardmetros encontrados asi como la diagonal de la matriz de covarianzas se muestran en
la tabla 1. Es oportuno sefialar que no se presenta la matriz de covarianzas ajustada de tamafio
30 x 30 por motivos de espacio en el documento. El pardmetro A es aproximadamente igual al
valor de —1/2, lo cual sefiala que la forma de la distribucién multivariada es muy similar a la
distribucién multivariada normal inversa gaussiana.

En el anexo 2 se comparan las desviaciones estdndar muestrales con las desviaciones estandar
que se obtienen de la distribucién ajustada GH; se puede apreciar que en algunos casos se subestima
la varianza del rendimiento, aunque no se encuentra un patrén especifico para todos los casos que
permita emitir una conclusién para todo el conjunto de rendimientos.
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Tabla 1
Pardmetros estimados y bondad de ajuste
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Pardmetros estimados y bondad de ajuste de la distribucién de probabilidad GH

Iteraciones 123 A=-0.5021

Valor p (GH) 0.1204 8=0.0156

Valor p (normal) 0.0011 v=—1.8366

Log verosimilitud 101759.3

Empresa n B Diagonal de ¥
ABB 0.00025 0.73224 0.00024
ALFA 0.00261 —3.99084 0.00044
ASSA B —0.00042 0.71257 0.00021
AZN 0.00005 2.87823 0.00012
ATCO A 0.0006 —1.17521 0.00012
ATCO B 0.00067 —5.02246 0.00015
BOL 0.00134 —2.32964 0.00007
ELUX B —0.0006 4.99771 0.00007
ERIC B 0.00032 1.15151 0.00017
GETI B —0.00097 0.38066 0.00029
HM B 0.00057 —0.82481 0.0002
INVE B 0.00074 —2.52127 0.00014
LUPE 0.00109 —4.41255 0.00017
MTG B 0.00191 —3.84846 0.00017
NOKI SEK —0.00002 1.79849 0.00021
NDA SEK 0.00037 —0.70224 0.00027
SAND 0.00078 —1.89824 0.00019
SCAB 0.00108 —1.90153 0.00019
SCVB 0.0002 1.0504 0.00019
SEB A 0.00196 —8.01719 0.00013
SECU B 0.00091 —1.77503 0.00011
SKA B 0.00147 —4.94371 0.00013
SKF B 0.00047 —0.41678 0.00019
SSAB A 0.00183 —4.80963 0.00007
SHB A 0.00114 —1.39479 0.00002
SWED A 0.00206 —11.76722 0.00011
SWMA 0.00251 —5.25031 0.0004
TEL2 B 0.0022 —4.90849 0.00027
TLSN 0.00103 —1.71076 0.00032
VOLV B 0.00227 —5.85028 0.00039

Fuente: elaboracién propia con datos de Bloomberg.

Asimismo, se puede observar en la tabla | que bajo la prueba de hipétesis de McAssey (2013) no
se rechaza la hipétesis nula a un nivel de significacidn del 10%, lo cual nos dice que la distribucién
de probabilidad multivariada GH es factible para ajustarse al conjunto de informacién OMX-30.
En contraste, si se realiza la prueba de hipétesis de McAssey (2013) bajo la hipdtesis nula de
normalidad se encuentra un valor p igual a 0.0011, en cuyo caso se rechaza la hipdtesis de
normalidad multivariada. Este resultado respalda el uso de la matriz de covarianzas estimada bajo

la familia GH como insumo en el procedimiento de Markowitz.

Enlatabla?2 se presentan 2 ejercicios de estimacidn, tanto con la matriz de covarianzas muestral
como con la matriz de covarianzas GH. En cada caso se obtiene un portafolio de inversién de
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Tabla 2
Portafolio de minima varianza

Estadisticos del portafolio

Markowitz Markowitz/GH
Rendimiento 0.00022 0.00024
Varianza 0.00008 0.00009
Desviacion estandar 0.00894 0.00949
Coeficiente de variacion 40.6558 39.5285
Fuente: elaboracion propia con datos de Bloomberg.
0,035%
0,030% -
— 0,025% I:""--.
E 0,020% g
g 0,015% e g —— Markowitz / GM
= 0,010% - Markowitz

0,005%
0,000%
0,880% 0,890% 0,900% 0,910% 0,920%

Desviacién estandar (o)

Figura 1. Comparacion entre las curvas de portafolios eficientes.
Fuente. Elaboracion propia con datos de Bloomberg.

minima varianza, donde la media y la varianza resultantes son distintas para cada portafolio. En
ese caso, no es posible comparar directamente ambos portafolios en media y varianza. Por ello
se comparan ambos portafolios bajo el coeficiente de variacién, donde se puede apreciar que
bajo la distribucién GH se encuentra un valor mas pequefio. En otras palabras, existe evidencia
para afirmar que la utilizacién de la distribucién de probabilidad multivariada GH al interior del
procedimiento de Markowitz permite valorar poblacionalmente la dispersién de los rendimientos,
y por tanto complementar el método de Markowitz.

Esta diferencia entre ambos portafolios se atribuye a la bondad de ajuste que presenta la dis-
tribucién multivariada GH sobre el conjunto de rendimientos. La matriz de covarianzas estimada
bajo la distribucién multivariada refleja en mayor medida el comportamiento de los rendimientos
que la matriz de covarianzas tradicional.

Mais atn, como existe evidencia mediante la prueba de McAssey sobre el ajuste razonable de
la distribucion de probabilidad multivariada GH a la muestra de informacién, entonces se sabe
que la frontera eficiente que se traza bajo la distribucién GH se encuentra mas proxima a la curva
poblacional que aquella obtenida bajo la matriz de covarianza muestral.

La varianza del portafolio GH es mayor a la varianza del portafolio de Markowitz, lo que
implica que bajo la matriz de covarianza muestral se estaba subestimando el riesgo medido por
la desviacidn estandar en el portafolio estimado. No obstante, bajo el coeficiente de variacion la
distribucién de probabilidad GH arroja menor dispersion del portafolio resultante, alrededor de
la media poblacional.

En el anexo 3 se presentan las desviaciones estandar de diferentes portafolios eficientes obteni-
das dado un rendimiento fijo para ambas matrices de covarianzas. Para cada nivel de rendimiento
se estima un portafolio bajo la distribucién de probabilidad GH y se compara con la varianza
estimada con el uso de la matriz de covarianza muestral para el procedimiento de Markowitz. Se
puede observar que para cada nivel de rendimiento de los portafolios, la desviacion estdndar es
mayor cuando se considera la matriz de covarianza muestral.
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En la figura 1 se presentan los graficos correspondientes de las curvas de los portafolios
eficientes para este ejercicio, y se puede visualizar cémo la distribucidon de probabilidad GH
complementa la construccion de portafolios de Markowitz.

El grafico de la figura | se ha elaborado modificando algunas partes de la rutina que se presenta
en el software R para elaboracién de portafolios (Wertz y Setz, 2014). Las modificaciones tienen
que ver con la implementacion de la distribuciéon GH, segun la libreria de Breymann y Liithi
(2013).

Conclusiones

En este articulo se confirma la relevancia que tiene la matriz de varianzas-covarianzas empirica
en el estudio de los rendimientos de un conjunto de activos. De hecho, cuando se estima la matriz
de covarianzas mediante la distribucién de probabilidad multivariada GH se observa que esta
matriz refleja en mayor medida las asociaciones poblacionales entre los diferentes rendimientos,
y que permite complementar el procedimiento cldsico de Markowitz.

Esta afirmacién resulta confiable dado que se pudo verificar mediante la prueba de McAssey
(2013) que la distribucién de probabilidad GH se ajusta razonablemente al conjunto de informa-
cién con un nivel de significacion relevante, y que por ejemplo, la distribucién normal multivariada
no refleja el comportamiento de los rendimientos de la muestra utilizada.

El portafolio obtenido bajo el estimador de la matriz de covarianzas GH registra un coeficiente
de variacién menor que el que se encuentra con el procedimiento tradicional de Markowitz, donde
se emplea el estimador usual de 1a matriz de covarianzas. Este hallazgo sugiere que la utilizacién
de la distribucién de probabilidad multivariada subyacente al conjunto de rendimientos mejora
la construccién de los portafolios de inversion, siempre y cuando se tenga evidencia estadistica
de que la distribucién de probabilidad propuesta se aproxima adecuadamente a la distribucién de
probabilidad conjunta de donde procede la muestra de rendimientos.

Por otra parte, queda abierta la agenda de investigacion para realizar una comparacién entre
los resultados obtenidos mediante la distribucién de probabilidad GH y los que se obtendrian
mediante matrices GARCH, exponencialmente suavizadas, cépulas, matrices aleatorias o méto-
dos bayesianos, aunque debe recalcarse que el algoritmo comentado en este trabajo emplea la
distribucién de probabilidad multivariada que mejor se adapta al conjunto de informacioén.

Anexo 1. Empresas que componen el indice OMX Stockholm 30

N.¢ Empresa Ticker N.° Empresa Ticker

1 ABB ABB 16 Nordea NDA SEK
2 Alfa Laval ALFA 17 Sandvik SAND

3 Assa Abloy ASSA B 18 SCA SCAB

4 AstraZeneca AZN 19 Scania SCVB

5 Atlas Copco (class A) ATCO A 20 SEB SEB A

6 Atlas Copco (class B) ATCO B 21 Securitas SECU B
7 Boliden BOL 22 Skanska SKA B

8 Electrolux ELUX B 23 SKF SKF B

9 Ericsson ERIC B 24 SSAB SSAB A
10 Getinge GETI B 25 Svenska Handelsbanken SHB A
11 Hennes & Mauritz HM B 26 Swedbank SWED A
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N.° Empresa Ticker N.° Empresa Ticker
12 Investor INVE B 27 Swedish Match SWMA
13 Lundin Petroleum LUPE 28 Tele2 TEL2 B
14 Modern Times Group MTGB 29 TeliaSonera TLSN
15 Nokia NOKI SEK 30 Volvo Group VOLV B
Fuente: elaboracion propia con informacién de Bloomberg.

Anexo 2. Desviaciones estandar y ponderaciones

Empresa ¥ muestral (%) w (Markowitz) (%) ¥ bajo GH (%) w (Markowitz y GH) (%)
ABB 1.45 3.08 1.54 0.60

ALFA 2.20 0.00 2.09 0.00

ASSA B 221 0.00 1.44 0.00

AZN 1.58 0.00 1.08 0.00

ATCO A 3.51 0.56 1.08 247

ATCO B 1.27 16.67 1.24 17.77

BOL 2.00 0.00 0.86 0.00

ELUX B 1.37 27.58 0.83 25.51

ERIC B 1.50 321 1.29 3.87

GETIB 227 0.00 1.72 0.00

HM B 1.88 0.00 1.43 0.00

INVE B 1.50 0.00 1.20 0.00

LUPE 1.56 0.81 1.30 1.54

MTG B 1.88 0.00 1.30 0.00

NOKI SEK 1.96 3.04 1.45 7.71

NDA SEK 2.05 0.00 1.64 0.00

SAND 1.76 0.00 1.38 0.00

SCAB 3.06 2.03 1.39 1.11

SCVB 242 0.00 1.38 0.00

SEB A 1.25 0.00 1.14 0.00

SECU B 1.00 434 1.05 2.88

SKA B 1.06 1.56 1.12 2.63

SKF B 1.26 0.00 1.37 0.00

SSAB A 0.66 0.00 0.85 0.00

SHB A 0.25 7.71 0.49 6.67

SWED A 0.97 29.43 1.03 27.24

SWMA 1.84 0.00 2.01 0.00

TEL2 B 1.82 0.00 1.66 0.00

TLSN 1.67 0.00 1.80 0.00

VOLV B 1.84 0.00 1.97 0.00

Fuente: elaboracion propia con informacién de Bloomberg.

Anexo 3. Portafolios de Markowitz (fig. 1): muestral y bajo GH

Rendimiento (%)

Desviacion muestral (%)

Desviacion bajo GH (%)

0.010
0.011

0.913
0.909

0.903
0.899
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Anexo 3. (Continuacion )

Rendimiento (%) Desviacion muestral (%) Desviacion bajo GH (%)
0.012 0.906 0.896
0.013 0.903 0.893
0.014 0.901 0.891
0.015 0.899 0.889
0.016 0.897 0.887
0.017 0.896 0.886
0.018 0.895 0.885
0.019 0.894 0.884
0.020 0.893 0.883
0.021 0.893 0.883
0.022 0.893 0.883
0.023 0.893 0.883
0.024 0.893 0.883
0.025 0.893 0.883
0.026 0.894 0.884
0.027 0.895 0.885
0.028 0.895 0.885
0.029 0.897 0.887
0.030 0.898 0.888
0.031 0.899 0.889
0.032 0.901 0.891

Fuente: elaboracién propia con informacién de Bloomberg.
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